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Lessons learned from Chapter 5: Mathematics

1. Always try to use the standard mathematical notations to avoid ambiguity.
2. Always verify that the proofs given are correct.
3. All the mathematics should be presented in italics, to distinguish it from the other text.
4. Always number all the theorems, propositions, definitions, lemmas, diagrams etc. for ease of reference.
5. Ranges should be written as i=1…..10
6. Using Greek alphabets could be useful.
7. It is easier to understand percentage than probability.
8. All abbreviations should be explained atleast once, like for units.
9. There should be space between units and numbers.
10. Subscripts and superscripts should be used carefully.
11. Do not reuse same notation to explain different concepts.

Lessons learned from Chapter 11: Experimentation, part 1

1. Tests should not be designed to be biased to prove the hypothesis.
2. Always test the hypothesis on the points where they might fail.
3. Experiments should also be conducted on the data set which was not used in the training phase.
4. Results should be understood and explained properly.
5. Anomalies of the experiments / results should be explained and not hidden.
6. Wherever possible use standard resources.
7. The readers should be motivated by carefully explaining the problems that were encountered.
8. The observations made should be verifiable and reproducible by other researchers, else the results are valueless.

Lessons Learned from Chapter 11: Experimentation, part 2:

1. Statistics in an experimental research is a good source of knowledge. Thus statistical approach should be followed.
2. One needs to understand the population of a sample.
3. Those results which are not sensible should not be included in the paper.
4. It is unethical not to report the failed test results.
5. Hypothesis should have the same inputs as that of the test.
6. For experiments, use standard data wherever possible.
7. Conclusions should not be drawn from a small set of samples.
8. Measures of correlation can be used to determine if two variables depend on each other.
9. There are tools available to perform complex mathematical analysis.
10. Always attempt to prove that your hypothesis is incorrect. Once you are unable to prove its incorrect you have reached your goal.
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